Abstract—In game artificial intelligence (AI), two common directions for developing non-human computer players are strong AI and human-like AI. Human-like AI aims at making computer agents behave like humans. In this direction, NeuroEvolution (NE), which is a combination of an artificial neural network (ANN) and an evolutionary algorithm (EA), had been frequently used to make computer agents to behave like a human. Our research introduces a novel approach to create human-like computer agents in a platform game Super Mario Bros. (SMB) - we called it a 2D action game in this research. The approach utilizes statistical penalties to evaluate candidates created by NE algorithm. The penalties help in reducing mechanical actions of computer agents based on human data statistics, and the effects of statistical penalties are analyzed by asking human subjects to rate the human-likeness of agents. Experiments show that our method improves the human-likeness in the behavior of a computer agent.

I. INTRODUCTION

Recently, many things in modern life are inspired by nature, and researchers tend to create every machine with artificial intelligence based on the intelligence of living things. In the viewpoint of Game AI, computer players are usually made for entertaining, but the important thing is games represent real world problems. Since games are simple, well-defined and easy to evaluate, many AI methods such as supervised/reinforcement learning, optimization, tree search, and reasoning are proposed to solve problems in this domain. Creating game AI means developing an AI agent for a certain problem, such as solving games, interacting with human players, automatically generating suitable game levels, or even teaching human players to play games.

A current attractive trend in this field is making intelligent machines which are able to beat human champions. Developing a strong AI, let say an AI champion - which is able to beat human experts, started to make impacts on society since 1997. The first machine, called Deep Blue [1], won against a human champion in a chess game. Furthermore, contemporary research on the deep neural network, AlphaGo [2], is the first computer player to defeat a human champion in a very complex game of Go.

Another interesting direction is developing human-like computer agents. The purpose of making a human-like agent differs from that of a strong AI agent. Strong AI agents' behaviors, in case of action games, tend to be somehow impossible to human players such as very precise movements or immediately responses. In contrast, human-like AI agents should react more naturally and reasonably. A reason for the necessity of human-like AI agents is sometimes human players may think of whom they are playing with. They prefer to play with humans rather than computer players. Another reason which is human-like computer players might be used to simulate how human players play through a game, so more suitable levels and stages can be designed. In case of teaching human players to play a game, a human-like AI is also required because human beginner players may not be able to follow the optimized movements of a strong AI player. Comparing to human players, the behavior of AI agents is very unnatural. Thus, the questions are “Is it possible to make a computer learn to play like a human?” and “How to make computer players be more like human players?”

This research mainly focuses on developing a human-like game AI agent. We attempt to use evolutionary algorithm with artificial neural network structure to create a computer player. Obviously, rule-based agent is a possible solution to implement human-like agents. However, defining rules for a computer agent to behave like a human in a specific game is very costly and arduous, to say nothing of its generality. Therefore, a flexible and creative approach is needed to address this problem. Because of the variety in types of computer games, only 1-player action game type is taken into account. The target of this research is to enable an AI computer agent to behave like a human player by using penalties to punish mechanical, non-human behaviors as well as unnatural behaviors.

To evaluate the human-likeness of a computer agent, a special procedure and human subjects are required. In the past, judging the intelligence of a machine was done by Turing Test, proposed by Alan Turing [3] in 1950. After being introduced, many researchers used extended versions of the Turing Test to evaluate the human-likeness of their AI agents. We employ a test, which allows human subjects to ranking abilities of a player from 1 (worst) to 5 (best), rather than the Turing Test to evaluate the proposed computer agent.

A testbed, which is used in this research, is Mario AI Benchmark 0.1.9 [4]. This testbed had been already used in competitions in 2009 and 2010, and it is a modified version of SMB by Nintendo, one of the most famous two-dimension
action games in the world. Strong AI agent in this game is already achieved by using A* search algorithm [5], and the most human-like AI is developed using NE algorithm [6]. However, the ideal human-likeness level of AI agents is not yet reached.

II. RELATED WORKS

Developing human-like computer agents in games is adopted as a field in game AI research since competitions in game AI become popular in the past ten years. Many competitions were held, and methods similar to Turing Test were promising for the human-likeness qualification of computer players in games. An extended version of the Turing Test is used in the competition 2K BotPrize Contest, and its results are shown afterward [7]. In 2012, another Turing Test competition was held in Mario AI Championship [8]. While 2K BotPrize Contest uses first-person shooter game as the domain, Mario AI Championship [9] focuses on a two-dimension action game. In the test, human subjects are asked to watch many videos of the game played by human players and computer players. Then, they have to vote whether the player was human or machine.

A. UTˆ2 computer agent

The BotPrize competition employed the computer game Unreal Tournament 2004 (UT2004 - a first person shooter game) as a testbed. In this game, players are able to move around a three-dimension virtual world in a first person’s viewpoint. The competition conducted the Turing Test to test the ability to imitate human players of computer players. The result of the competition shown that UTˆ2 bot ranked the 2nd place among computer players with humanness rating of 27.3%. The humanness equals the number of human judgments on total judgments in percentage. Comparing to human players, even the least human-like player achieved 35.5% of human-likeness, so the human-likeness of the UTˆ2 bot is still not at the level of human players.

The UTˆ2 computer player learns combat behavior by NE, and it uses human trace database. Additionally, an imitation technique is also used to observe the way human do rather than only combat. Since UTˆ2 bot is trained by NE with multiobjective to learn combat behavior, a set of four objectives is defined. The first objective is to maximize the dealt damage. The other three objectives are to minimize the number of collision events with level geometry, which are: (1) The field of progression, (2) the field of rewards, (3) the field of opponents, and (4) the field of terrain. The first field, progression field, makes Mario move right rather than left. The second field, rewards field, makes Mario collect the most items, and interactive with enemies other than just running in the right direction. The third field, opponents field, makes Mario keep a distance from enemies or to kill them. Finally, terrain field ensures Mario to avoid gaps, dead ends and search for correct path ways. By using these potential fields, the computer will choose the action that will take it to the most attractive position. Moreover, tuning parameters for each field are also used, and the appropriated values are obtained by asking testers to evaluate the players.

The evaluation of human-likeness in the competition is calculated based on the number of human votes from human subjects. The result of the competition showed that VLS bot acquired 25.79% of score in the Turing Test track, while expert human players score 23.21%, and 30.95% is the score of novice human players. An explanation for the human-likeness of the VLS bot is that VLS bot spends time moving left, collecting most items, and interactive with enemies other than just running in the right direction. Unfortunately, defining such potential fields might lead to the same problem in rule-based approach that is the complexity of mixed and overlapping potential fields.

The winner of the Turing Test track which was held in the 2012 Mario Championship competition [8] was named VLS bot. After that, several approaches for producing human-like behaviors introduced and compared [10]. In this section, some notable approaches are briefly introduced.

1) VLS Bot: The VLS bot has its name of its contributors, Vinay, Likith, and Stefan. It is inspired by a technique in the robotics field, namely Artificial Potential Field. This technique utilizes influence map in defining a number of things in potential fields. The author described four types of the field which are: (1) The field of progression, (2) the field of rewards, (3) the field of opponents, and (4) the field of terrain. The first field, progression field, makes Mario move right rather than left. The second field, rewards field, makes Mario collect the most items, and interactive with enemies other than just running in the right direction. Unfortunately, defining such potential fields might lead to the same problem in rule-based approach that is the complexity of mixed and overlapping potential fields.

2) NeuroEvolution Bot: Artificial neural network (ANN) is commonly used in AI with supervised, unsupervised, or reinforcement learning method. However, the ANN can also be trained by using Evolution Algorithm (EA), so the definition of Neuro-Evolution is came from this combination. Similar to Direct Policy Search, which is used in weightlifting robot [12] and later on as a framework for robot model [13], NE defines an ANN as a solution in the population. In SMB game, an existed computer agent using NE is basically trained by adjusting weights of the ANN [11]. The objective for training this agent is to make the AI agent to produce similar trajectories of Mario to human player’s trajectories.

The results, in term of human-likeness, of this NE [11] showed that NE had 89 times of human judgments in total. Supervised learning method, which uses ANN Back Propagation, achieved 21 times. Comparing to human players, human players received 110 times of human judgments. Thus, NE is better than ANN with supervised learning, but it is still not able to achieve the human-likeness as human players.
Moreover, the NE agent in the result uses the pre-trained ANN obtained from the supervised learning agent, so the performance of NE alone without using the trained ANN structure in imitating human playing style is questionable.

3) A* Agent with Biological Constraints: According to the result of the competition, A* is the strongest computer agent to solve the game SMB in particular. Unfortunately, the behavior of computer agent which uses A* search algorithm looks very mechanical, and the performance of A* is too efficient that it might surpass even a human expert. To limit the unnatural actions and increase the human-likeness of A* algorithm, Fujii et al. [14] introduced the intentional error and artificial delay in actions of an AI agent. Biological constraints are applied by including noise into the input information of the agent, using information of the past for the current actions, and physical fatigue (by limiting the number of pressing keys). This approach made A* algorithm to be more human-like in Mario game than human expert players, but it may be less human-like in other game domains.

In the case of 2D action games, such as SMB, there were currently three human-like approaches, which are VLS, NE, and A* with biological constraints. VLS can be implemented by using hard coding, but its inflexibility is a drawback. NE is able to mimic one trajectory of a playing, but comparing the positions of the character in the game between computer agent and human players is costly and inflexible. Also, the cost of collecting more human data raises, and human traces data is required for the performance of this agent. Meanwhile, A* provides strong AI players as expert as human players, and biological constraints contribute to its human-likeness. The disadvantage of this method is the calculation time since it requires searching for a solution every single frame.

If there is a more general method to solve the problem of human-like computer agents, it might be possible to make computer players behave like a human in every types of games. Therefore, we introduce a new approach to tackle this problem.

III. Statistical Penalties

Generally, a penalty is a punishment which is given to a computer player with a specific behavior to show that bad behaviors are not allowed. The idea of this approach is to limit or remove mechanical behaviors. By this way, a computer player is able to behave like a human due to its selected behavior have less chance to be a mechanical behavior.

Considering behaviors of players in games, we can divide the behaviors into two subsets: human-like behaviors and mechanical behaviors. Considering two subsets A and B which are the sets of behaviors in a game, we call set A a set of human-like behaviors, and set B is a set which contains only mechanical behaviors. Thus, a computer player may be more human like if its behaviors belong to set A. In order to make this computer agent, we have to keep the size of set A larger than set B’s. If set A is larger, the chance for human-like behaviors to occur will increase, so a computer player, by chance, will choose to human-like behaviors rather than mechanical behaviors. Hence, the issue now is how to trigger this situation.

We address this problem by using the concept of penalty. A penalty will be given to the computer players if it is likely to produce bad things, say less human-like behaviors and more mechanical behaviors. In other words, a computer player receives penalties in case of the number of human-like behaviors is not enough, or the number of mechanical behaviors exceeds the limitation. Consequently, thresholds must be defined for giving penalties, and a large penalty is given if the thresholds are excessively exceeded.

One essential thing in using penalties to punish bad behaviors of a computer agent is designing good thresholds. Randomly choosing values for thresholds is not the way this approach should work. We decide to use human data statistics to determine the threshold values for penalties. It means the threshold values are based on the average values obtained from human player data. The term statistical penalties is from this idea. The next point needs to be clarified is what kind of things should be given penalties to make a computer agent be able to produce human-like behaviors rather than mechanical behaviors.

A. Penalty feature

For computer agent in games, things such as the number of pressed buttons, the number of normal or illegal actions can be considered as features for punishment. Features can be defined differently according to the game. Hence, the penalty can be used to punish mechanical and non-human actions by introducing which features should be punished. The penalty features are defined based on human expert knowledge.

In particular, we choose the game SMB to implement the proposed idea. Instead of the original game, we employ a modified version, which had already been used in the last competition, as the environment.

1) Mario AI Benchmark 0.1.9: This is a modified version of Markus Perssons Infinite Mario Bros [9], namely Mario AI Benchmark, which is a public domain clone of the NintendoFLs classical game SMB. It is a very popular and famous
game, so it was made into a benchmark and used in many competitions and international academic conferences.

The gameplay implemented in this benchmark is similar to the gameplay of original Mario games, but it is comparatively simpler than the original version. The main objective in the gameplay of original Mario games, but it is comparatively easier than the original benchmark. Even with difficulty 0, normal human players can usually complete it quickly. For human players, they sometimes leave some coins behind and move forward. For this reason, the number of collected coins sometimes leave some coins behind and move forward. For this reason, the number of collected coins should be compared.

- **CollectedCoin**: If a computer player is developed to collect many coins, it possibly collects all coins or too many coins in a level. However, human players sometimes leave some coins behind and move forward. For this reason, the number of collected coins should be compared.
- **KilledEnemy**: Similar to the case of collected coins. If human players know that they can win without interfering with enemies, they will just pass it.
- **IllegalAction**: An illegal action, for example, can be many or all buttons pressed at the same time. Useless and conflicted actions can also be considered as illegal actions.
- **TimeSpent**: Computer players tend to finish a game level quicker than human players, so they should have the same amount of time spending in the level for investigation.

To use penalties for these features, the idea is that if these features of a computer player and human players are significantly different, the punishment can be given to the computer player. As a consequence, a computer player with more human-like behavior, says it has less penalty or punishment, might be obtained by training with additional penalties beside the original score.

### B. Human Data Analysis

The feature comparison for calculating penalties requires human statistical data, so we attempted to collect some human data by asking people to play the Mario game using the benchmark.

We have done an analysis on human behavior in this game to obtain statistical data for the training of our agent. Collecting human data takes time, and it is very costly. If we collect data from many human players, we need to categorize them by experience and level. Thus, we ask only five human players to participate in because it is enough to see the differences between behaviors of human players and computer players.

Five human players are given five levels in the Mario AI Benchmark with difficulty 0. Even with difficulty 1, normal human players feel it is hard to complete a level, and they
fail many levels, especially when Mario is not in Fire mode. Moreover, if more levels with the same difficulty are given to human players, they will get bored, so their behavior may be different. Additionally, three instructions are given to human players to examine if their behavior changes accordingly for each objective. These instructions are: Free to play (Free), try to collect coins as many as possible (Coin), and run as fast as possible (Speed). Human players play each level one time, and they have to repeat for each instruction. (Free) comes first, then (Coin) and (Speed) follow. In addition, we let a computer player implemented with A* algorithm play the same levels and compare with human players. The characteristics of human players and A* algorithm are shown in Table I.

In Table II, the average percentage and standard deviation of actions and some features are calculated. The All-Left in the table means all action in which LEFT button is pressed such as LEFT and JUMP. Related features have their percentage value, which is the number of actions of the player in one level divided by the maximum number of actions, items, enemies, or time allowed for each level, rounded to three number after the decimal point for more precise analysis because the maximum number of actions in a game play is 3000.

According to the statistics shown in Table I, explanations for the behaviors of human players in this game are following:

- Typically, in 2D action games, a character should move right to clear a level, so the average percentage of All-Left action is very small comparing to other features.

- It is easily to see that the average percentage of Stand action, in case of Coin instruction is given, is higher than those in Free and Speed instructions. It is possible to think that human players tend to suspend and thinking about the solution to navigate Mario character to get some items in the level.

- Human players with Coin instruction pressed LEFT button the highest times comparing to the other two instructions. The reason might be collecting more coins requires Mario to go backward because some coins may be left while Mario traversing through a level.

- If human players are asked to play as fast as possible, they try to navigate the Mario to run right and jump just to pass over obstacles and enemies. It results in the average percentage of All-left and TimeSpent is small.

- Comparing CollectedCoin and KilledEnemy features, the statistics clearly shows that the average percentage of human players with Free instruction is between those in Coin and Speed instructions. This makes sure the behavior of human players in case of Coin instruction is to keep surround places safe for gathering items, and human players ignore items and enemies in case of Speed instruction.

- The A* computer players behavior is very different from human behaviors. Zero percentage for Stand, IllegalAction. There are a very small number of LEFT actions, times changing actions and very short duration while Mario character is on the ground. This AI finish a level faster than even human players with Speed instruction.

The analysis on human behavior has shown that the playing style of human players is different for each instruction. Based on these features, a computer player is expected to behave more like a human player if their average percentage of actions or features is similar or even almost the same as human players'. The statistical penalty existed for that reason, and how penalties are given is important to create human-like computer players.

### C. Penalty calculation

To compute a penalty value, we take the average percentage of a feature obtained from human data statistic plus and minus its standard deviation to get the upper and lower limits. Then, if the percentage of the considered feature of a computer player falls into this range, no penalty is given, and vice versa.

Figure 1 shows an example of a feature penalty calculation. Suppose that the considered feature is the number of an action A, the average percentage of action A in human players' behavior is $\bar{X}_H$ percent, and the standard deviation is $\sigma$. Next, let a computer agent play the game, and its behavior is obtained. The percentage of action A of the computer player, $x$, is compared to the average percentage of human players. The penalty, which is represented by the red curve in figure 2, is calculated by using a quadratic function. If more penalty features are used, each individual penalty for each feature should be calculated.

The standard deviation is used in this case because not all human players play the same style. The variance in the behavior of human players exists, so some human players seem to have a play style similar to the average of human players than others. For that reason, it is better to use standard deviation to declare the range of value which penalty is not given.

The total penalty is calculated using equation (2). The sum of penalties is calculated as a summation of the squares differences from the mean. Since different features may be used, the weight of each penalty for each feature is needed to be balanced. If weights are not balanced, some penalties may not be effectively used to limit unnatural behavior. To
Penalty_{\text{action A}} = \begin{cases} 
((\bar{X}_H - \sigma) - x)^2 & \text{if } x < \bar{X}_H - \sigma \\
(x - (\bar{X}_H + \sigma))^2 & \text{if } x > \bar{X}_H + \sigma \\
0 & \text{Otherwise} 
\end{cases} \quad (1)

TotalPenalty = \sum w_i \cdot \text{Penalty}_i \quad (2)

... 

IV. IMPLEMENTATION 

Previous works had shown that NE has the potential to imitate human players. Despite more a-human-like agent in games such as A* with biological constraints in Mario was shown, it is only for 2D action games. The fact that A* is efficient for path finding if and only if there is enough time for calculation. More complex games might increase the calculation time of A*, so more general approach is needed. We propose an architecture in which NE and statistical penalties are integrated.

A. NeuroEvolution 

NeuroEvolution is a combination of an artificial neural network (ANN) and an Evolutionary Algorithm (EA). In games, NE is used for decision making. The ANN in NE has the role of an input-output function. Its input is a game state, and output of the ANN is usually an action. Typically, the ANN in NE is usually a fully connected network, and it is trained by using EA to adjust the weights. The objective of NE is to maximize/minimize a fitness value corresponding to how much a problem is solved.

In our proposed method, we do not use a fully connected neural network because of its performance and inflexible structure. Instead, we employ an approach, which is similar to the NE of Augmenting Topologies (NEAT) proposed by Stanley and Miikkulainen in 2002 [15], to apply in our problem. NEAT uses a direct encoding to store information of an ANN, for example, nodes, connections, etc. The difference between NEAT and normal NE approach is that the ANN in the NEAT contains no connection and hidden nodes at the beginning.

B. Architecture 

The architecture of our method is depicted in figure 2. It consists of three components: (1) NeuroEvolution, (2) Environment, (3) Evaluation. An approach similar to NEAT [15] is used to develop the first component NeuroEvolution. The Environment is the targeted game. In this research, SMB is the targeted game, and the benchmark of this game is used as a testbed. The Evaluation component is designed based on the Environment.

The process of this architecture consists steps similar to NE. At first, a set of artificial neural networks is initialized as the population. The structure of ANNs contains no hidden node and connection. Then, they will be placed into the environment one by one for evaluation. Unlike the normal evaluation step in NE, an additional calculation of penalties is taken into account because finding best solutions, which can solve the game, is not only the main target. The best solution, in term of solving games, must satisfy some requirements to additionally be the most human-like solutions. That is why penalty calculation is introduced. The fitness value for evaluating solution is computed by using equation (3). In the fitness function, score is the evaluation on the main target, and penalties is calculated based on penalties features. The calculation of total penalty is shown in the next section.

After being evaluated, the reproduction step handles the job of creating new solutions by mutating current solutions and replacing worse solutions in the population. Each individual ANN’s structure is assumed as a solution, so mutation creates new solutions by altering the ANN’s structure. An evolutionary strategy, called \((1 + \lambda)\)-ES, is used in this step for the mutation process. More generally, \(\lambda\) mutants can be generated and compete with their parent, and the parent is replaced only if there is a better mutant.

C. Fitness function 

To evaluate the human-like candidates, fitness function must be defined. The fitness function is calculated using the following equation:
Fitness = Score − TotalPenalty  \hspace{1cm} (3)

By using this fitness function, candidates with a high total penalty value will be removed since they are not considered as human-like candidates. The Score is calculated by the game environment, and the TotalPenalty is calculated by equation (2). While Score guarantees the candidates is able to play the game, TotalPenalty is used to measure how much human-like a candidate is.

The objectives are maximizing score and minimizing total penalty. The fitness value is calculated by taking the score minus the total penalty. Note that the score and total penalty may lead to underestimating solutions. If the value of score is extremely big comparing to the total penalty, the total penalty might have no effect. To address this problem, a pair of weight values might be used for the Score and TotalPenalty respectively, but we consider only weights of penalty features in this research.

The weight of each penalty feature is adjusted according to the means calculated from human data. For instance, the mean of OnGround is 0.216, and the mean of ChangeAction is 0.333. If the weights of ChangeAction is 1.0, then 1.5 is the OnGround’s weight.

V. EXPERIMENTS

To train our agent, we use the evolving neural network, which is able to alter both weights and structure because it is faster than the fully-connected neural network in term of training time. We did a small preliminary experiment on the performance of both methods using only score in the fitness function. While fully-connected NN requires 1.5 days for 2500 iterations, evolved ANN needs only 8 hours to achieve a similar score.

A. Settings

The input features include three areas and information from 2 nearest enemies (4, 5) such as distance and angle to the enemies as shown in figure 3. Three areas are: (1) four cells in front of Mario, (2) spaces between Mario and the ground, (3) a couple of column in front of Mario to the bottom of the observation. The first area is to check whether or not there is any obstacle that blocks Mario to process forward. The second area is to measure the distance of the current position of Mario to the ground. The final area is to check if there is any gap in front of Mario. These three areas (1,2,3) return the value corresponded \{true, false\} value. We also use Mario status (isAbleToJump, isAbleToShoot, isOnGround, MarioMode), Mario positions \(x, y\), and the position of Mario at one second ago as input features.

The population size of NE is set to 20, and \(\lambda\) is 10. Mutation chance is 0.5, and no crossover. The number of iterations for training is 2500 each level. The number of output is 6 corresponding to six actions in the Mario AI Benchmark. For fitness calculation, we use penalty features as described in the previous section III-A2 with the threshold values of human players in the case of Free instruction.

We asked 16 human subjects to evaluate 5 pairs of videos. We match videos of the three players (human, NE, proposed method) into pairs. Two videos must be from different players, but the same level is used. It is either human vs. NE, human vs. proposed method, or NE vs. proposed method. We also adjust pairs of videos to make all videos have the same chance to be appeared and evaluated.

B. Results

According to the evaluations from human subjects, we have summarized all the answers and comments. The comparison results are shown in figure 4, and 5. Figure 4 shows the number of rating for each value from 1 to 5 corresponding to the skillful of each player. The blue column is the human players’ performance, red column is for the computer agent, which using only NE approach, and the green column indicates the performance of our proposed method.

The important thing to be compared is the human-likeness. Our main target is to improve the human-likeness of computer agents. Figure 5 shows the human-likeness of human players, NE computer player, and our proposed computer player. In addition, statistics of the original NE and the proposed method, in which five levels similar to the case of human players are given for them to play, are also computed and shown in Table I for comparison.

The t-test is applied to the results shown in figure 5 in order to get the significance difference between means of each pair of agents. The result of the t-test is shown in Table II.
According to the results, the average human-likeness of the proposed method is significantly better than the naive NE method, but it is still significantly worse than Human.

C. Discussion

According to the results of the assessments, which is described in the previous section, that we employed to evaluate our agent, we computed the overall score in both cases skillfulness and human-likeness. In average, the skillfulness of human players is 3.16. The computer agent, which was trained by the naive NE, scores 3.10, and our method is 3.22. The best solution in our method after training was more skillful than the best solution in NE without penalties.

The average human-likeness value of NE computer agent is 2.66. Our proposed method scores 3.41. To think that the proposed method has improved the human-likeness of NE by 0.75 points in average. Unfortunately, the gap between humans’ score and our agent’s is about 0.77 points.

The proposed method showed that the behavior of computer agents trained using NE is affected by the feature penalties. As shown in Table I, the statistics of the agent trained by the proposed method seem to converge to human statistic values. Because of the penalties calculation, the behavior of the computer agent is less mechanical so that human subjects think that it is clever. Hence, the skillfulness of the proposed method is high.

It is easy to see that human players are the most human-like in this case. Human players are ranked 5 in most of the evaluations. The least human-like player is NE. Our proposed method has improved the human-like of NE.

However, the human-likeness is not enough. The reason may be the input and penalty features are not enough, so more detailed/richer information is needed.

VI. Conclusion and Future Works

In order to create human-like computer players, the statistical penalties are introduced. Since making computer players to generate similar actions to human players requires human data. Unlike previous methods that human data are directly used for computation, our proposed method requires only statistical data from human players. Therefore, we might not need to collect many data to train a computer agent. An analysis of human players’ characteristics in the domain game should be done beforehand. The experimental results show that the proposed method increases the human-likeness of NE. If better features and training strategy are defined, the expected behavior of a computer player may be as human-like as human players.

Future works will focus on improving the efficiency of the training. Richer information and information of the past will be considered. Also, other game domain will be tackled to examine the generality of our method.
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